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Abstract: 

This article analyzes modern programming interfaces of microcontrollers with Cortex-M 

core architecture. The existing software and hardware tools for programming microcontrollers 

were reviewed and analyzed. Methods of automating the microcontroller programming process 

were also analyzed. Based on the analysis, a structural diagram of the layout was developed, 

hardware and software components were selected, and a number of experiments were conducted 

to evaluate the execution time of the micro controller programming script and stress test the host 

server, which showed a good result. 
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Introduction 

The development of a hardware module for microcontrollers automating the 

programming is one of the most important stages in modern devices production organization 

within the Industry 4.0 concept [1]. Over the past few decades, there has been a positive trend 

towards the use of microcontroller control devices. Because of this, more and more devices in a 

wide range of industries have microcontrollers in them that must be programmed at device 

production stage. During the production of these devices, the task arises to automate the process 

of downloading the software to the microcontroller as part of serial or mass production. And this 

task should be solved not by classical approaches – programming each one separately, but by a 

synchronous mass approach using Industrial Internet of Things (IIoT) technologies [2], which 

will save production time and increase economic profitability. 

Thus, the topic of this study within the framework of the development of a hardware and 

software module for programming microcontrollers based on the Cortex-M architecture is 

relevant and is found in different studies [3]-[14]. 

Related works 

Microcontrollers are used in many everyday devices and will become more common as 

the Internet of Things (IoT) gains momentum, there are studies and publications related to 

automating the programming of microcontrollers, let's look at some of them. 

Nathanael R. Weidler and others developed Return Oriented Programming (ROP), a 

technique used to take over the execution of a program by causing the return address of a 

function to be changed using an exploit vector, and then returning to small segments of 

innocuous code located in executable memory one after another [15]. Analyzing this method, the 

following conclusions can be drawn: the proposed solution makes it possible to partially and/or 

fully control the Tiva TM4C123GH6PM microcontroller, which uses a Cortex-M4F processor. 

Per Lindgren and others propose using Real-Time For the Masses (RTFM), a set of 

languages and tools being developed to facilitate embedded software development and provide 

highly efficient implementations designed for static verification [16]. It is worth noting that the 
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RTFM core is an architecture designed to provide highly efficient and predictable scheduling 

based on stack resource policies targeting bare metal (single-core) platforms, which is not 

suitable for the solution in this research. 

Mohammad Hossein Askari Hemmat et al.'s work redefines the term NuAC to support 

code generation for ARM Cortex-M processors and introduces an automated SysML activity 

diagram to an RTX (Keil Real-Time Operating System) code generator that uses the mapping 

rules expressed in NuAC [17]. This solution is widely used for modeling and analysis of 

complex systems and has become the de facto standard for software and embedded systems. 

The research by Tomáš Jakubík was Of particular interest, which described a project for a 

simulator of Cortex-M microprocessors. This project is based on the Unicorn Engine, which is 

used to simulate the ARM core. The advantage of this project is the ability to download factory 

firmware and replace microprocessor peripherals. The same firmware can be executed on a 

physical board and the same firmware can be simulated. This enables rapid continuous 

integration and testing in embedded software development [18]. The proposed solution inspired 

the researchers to develop a hardware and software complex for programming microcontrollers 

based on the Cortex-M architecture. 

Development of a hardware module for programming Cortex-M 

Cortex-M is a family of microprocessor cores from the ARM company, which are 

designed for use in microcontrollers, ASIC (decrypts – "application special integrated circuit"), 

user-programmable gate arrays (PCVM), and systems on a crystal (SNA) [19]. Cores from the 

Cortex-M family are used not only as a microcontroller core, but also hidden inside an SNC, 

such as power management controllers, I/O port controllers, touch screen controllers, smart 

battery charge controllers, and sensor device controllers [20]. The Cortex-M processor family is 

optimized for energy-efficient microcontrollers. 

In Cortex-M processors, at the system design stage, there is a choice between two 

protocols, Joint Test Action Group (JTAG) and Serial Wire Debug (SWD) [21]. An example of a 

JTAG connection is shown in Figure 1. 

 

Figure 1: Connecting chips using JTAG 

 

This interface is four or five dedicated pins of the chip: 

– TCK (test clock) – a clock signal, the frequency is limited to 40 MHz; 

– TDI (test data input) – sequential data input, such as control commands and data; 
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– TDO (test data output) – output for serial data from the chip; 

– TMS (test mode select) – allows switching chips into debugging mode and changing 

test/debugging modes; 

– TRST (test reset) – allows you to reset the target chip to its initial state. 

The second interface, SWD, requires only two pins to connect, which is ideal for devices 

with a limited number of pins. The SWD interface requires only the TMS and TCK pins from the 

JTAG interface. As a result, it is necessary to develop an experimental prototype with the 

possibility of universal programming of processors of the Cortex-M family, both with the JTAG 

and SWD interfaces. 

At the first stage, we will develop a structural diagram of the hardware subsystem (Figure 

2a) and the software subsystem (Figure 2b) of the layout for programming Cortex-M family 

processors. 

  
a) b) 

 

Figure 2: The structure of the hardware and software programming 

subsystem of Cortex-M family processors 

 

Based on the developed structures of the hardware and software programming subsystem 

of the Cortex-M family processors, we will select the hardware components. One of the 

requirements for hardware modules is physical USB and Ethernet interfaces. USB (English 

Universal Serial Bus) is a serial communication interface that can be roughly placed on the first 

two levels of the Open Systems Interconnection (OSI) model, that is, the physical and channel 

levels [22]. At the physical level, USB uses 4 wires, 2 for power (5V and Gnd), and 2 for data 

transmission – a differential pair. At the channel level, a packet transmission protocol is used to 

ensure the reliability of data transmission between devices. USB devices are also on the last, 

seventh, application level of the OSI model, and the support of the Linux distribution OS. As a 

result, Raspberry Pi Zero W [23], NanoPI NEO [24] and Orange Pi Zero LTS [25] satisfy the 

requirements. It is worth noting that the NanoPI NEO only has a wired network connection, 

while the Raspberry Pi Zero W only supports a wireless Wi-Fi connection and the Orange Pi 

Zero LTS supports both ways to connect to the network, but it costs a lot more more than 

NanoPI NEO. As a result, we will choose NanoPI NEO (Figure 3.a) and the SEGGER J-Link 

microcontroller programmer (Figure 3b) as part of the development of the layout, the general of 

which is presented in Figure 3. 

The next step is to calculate the value of the optimal RC circuit for the signal line of the 

SWD interface. A low-pass filter, also known as an RC filter, is used in data exchange lines to 
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cut off high-frequency interference, increases resistance to electromagnetic interference and 

radio interference. 

  
a) b) 

Figure 3: General view of the selected hardware modules 

 

Since the RC filter is an aperiodic link of the first order, it is described by the following 

differential equation: 

 

)t(kx)t(y
dt

dy
T  , 

(

1) 

where t  - time constant. 

 

As a result, the transition function of the link is expressed: 

 

)t(1)e1(k)t(h T 




. 
(

2) 

For an RC circuit, the time constant is expressed as 

 

RCT  , (

3) 

 

where R – resistor resistance; С – capacitor capacity. 

The time constant is inversely related to the cutoff frequency and is depicted on the 

logarithmic amplitude-frequency characteristic (LAFC). Cutoff frequency c - characterizes the 

bandwidth of the filter. When the input signal has a frequency lower than the cut-off frequency, 

the output signal is not changed, or is not changed significantly, otherwise the filter smoothes 

and changes the amplitude of the signal with a frequency higher than the cut-off frequency. The 

ratio of the cutoff frequency and the time constant is expressed as: 

 

RC

1

T
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c
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4) 

 

In order to preserve the clarity of the signal at non-ideal real values of the signal 

frequency, for example, due to the error of the clock signal of the control device, we will add to 
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the bandwidth a window of 10% of the maximum recommended frequency of the SWD 

interface, that is, we will add 400 kHz to the maximum 4 MHz and get a cutoff frequency of 4, 4 

MHz. Analyzing formula (4), we get that in order for the bandwidth of the first-order aperiodic 

link to be 4400 kHz, the product of the resistance of the resistor and the capacity of the capacitor 

must be at least . Taking, for example, a resistor with a resistance of 1.5 kΩ from the available 

ratings, it will be enough to take a capacitor with a capacity of 15 nF. At the same time, this 

resistor will have a current limiting function. The connection of the calculated RC filter is 

presented in Figure 4. 

 

 
Figure 4: Schematic image of the connection of the calculated RC filter 

 

We connect the GND contacts of the programmer and the target system to X2 and X4. 

We connect the input signal from the programmer to X1. At the X3 output, we receive a signal 

that needs to be connected to the target system. 

Also, it is necessary to take into account the response delays of the target platform, which 

are specified in the documentation of the SWD protocol [26]. We assume that the connection to 

the target platform and the data transfer are error-free. Direct data transfer depends on the 

amount of data to be transferred. After analyzing the given information, we distinguish the 

permanent and variable parts of data recording to flash memory. In the permanent part, we take 

into account all packages of the preparatory stage. The variable part includes the first four points 

of the data transfer stage, for each page of the storage device. For STM32 microcontrollers, the 

most common flash memory page size is 2048 bytes, or 2 KB. To calculate the total transmission 

time, we use the following formula: 

 

datavar_pagevar_peacefulgen
TTTT  , 

(

5) 

 

where: 
peaceful

T  – constant part time [c]; 
pagevar_

T  – variable part time per page [с]; 
datavar_

T  

– time variable part for data transfer [c]. 

The time for which each data packet is transmitted is calculated according to the formula: 

v

b
T
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(

6) 

 

where: 
package

b  – the number of bits to be transmitted; v  – signal frequency. 
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packagepeaceful
T3T  . (

7) 

 

Formula for calculating the time it will take to transfer the variable part of each page (

pagevar_
T ): 

]
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 , 

(

8) 

where: n  – the total number of bytes in the transfer; 
page

B  – number of bytes per page. 

To calculate the time it takes to transfer the variable part with data (
datavar_

T ) for the target 

system, we use the following formula 
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where: n  – the total number of bytes in the transfer; 
package

b  – the number of payload bits 

in a packet; v  – signal frequency. 

Substitute formulas 6-9 into expression 5, simplify 6 and 7 using expression 6, and obtain 

the total transfer time (
gen
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10) 

When using the maximum frequency of the SWD signal – 4 MHz, and 2048 bytes per 

page in the memory of the target system, and also knowing that in each packet we transmit 45 

bits, we can simplify formula (10) and obtain: 
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Using the formula (11), it is possible to calculate the total time of writing to the flash 

memory of an STM32 microcontroller with a core of the Cortex-M family, a test program with 

the size of 16724 bytes, which was 1.484 ms. 

To check the correctness of the performed calculations, let's assemble a test prototype of 

the software and hardware module for programming microcontrollers based on the Cortex-M 

architecture, which is presented in Figure 5. 

 

 
Figure 5: Test prototype of a hardware module for programming microcontrollers based 

on the Cortex-M architecture 

Experimental studies of the developed module for programming microcontrollers 

based on the Cortex-M architecture 

The first test will be a software test of the speed of downloading the program to the 

STM32F401CCU6 using OpenOCD [27]-[29]. Although we have calculated the approximate 

programming time, but these were the conditions of an ideal hardware part that has at least 2 

processor cores, one for communication with the host platform, the other for communication 

with the target platform, and the write delays to the flash memory were also not taken into 

account of the microcontroller itself. Also, the download time depends on the speed of the host 

platform itself and the control program, in our case OpenOCD. To conduct this experiment, we 

will use the Linux utility – time, which, when passing another command as an argument to it, 

calculates the time it takes to execute this command. The test results are shown in Figure 6. 
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Figure 6: The result of the microcontroller programming script execution time evaluation 

 

As you can see, the result of STM32F401CCU6 microcontroller programming script 

execution time evaluating showed the following results: real execution time (the entire, total time 

when the command was active, from the beginning to the end of its execution) – 4.912s; user 

(the time the called command was executed outside the OS core, in user space) – 0.226s; sys (the 

time the called command was executed in the OS kernel, in the system space) – 0.186c. 

Also, we will conduct an experiment with a stress load, the purpose of which is to check 

whether our system will maintain the expected response speed during a significant increase in 

the load on the host server. Since the system was designed for use in a small company, we will 

determine that the maximum level of simultaneous requests is 10. The test will be implemented 

using a script written in Python using the requests, time, concurrent and matplotlib libraries to 

display the results. We received the response time graph for the total number of 1000 requests, 

which is shown in Figure 7. 

 

 
Figure 7: Host-server stress testing result 

 

Analyzing the results of the first experiment, knowing that the complete cycle of script 

execution: reading the identifier, programming, writing to the history of the unique identification 

number takes almost 5 s, it is necessary to optimize this process, one of the solutions is to use 



ISSN: 2582-4686 SJIF 2021-3.261,SJIF 2022-2.889 
ResearchBib Impact Factor: 8.848 / 2023 

 
 
 

VOLUME-3, ISSUE-3 

179 

multithreading and using 2 more available, but not soldered USB on the NanoPI NEO board to 

connect two hardware programmers to the host platform. Evaluating the result of the second 

experiment, it can be confirmed that the system maintains stability and the speed of returning 

responses to requests. 

Conclusion 

This article analyzes modern programming interfaces of microcontrollers with Cortex-M 

core architecture. The existing software and hardware tools for programming microcontrollers 

were reviewed and analyzed. Methods of automating the microcontroller programming process 

were also analyzed. Based on the analysis, a structural diagram of the prototype was developed. 

Also, hardware and software components were selected that correspond to the technical task and 

have the ability to preserve functionality when the number of users increases, on the basis of 

which the layout of the microcontroller programming system based on the Cortex-M architecture 

was assembled. Experimental studies of the speed of programming the microcontroller by the 

test program and the stability of the host system to an increase in the flow of requests from users 

were conducted. 

As a result, an automated microcontroller programming system based on the ARM 

Cortex-M family of processors was implemented. 

In the future, it is planned to expand the functionality of the software module - implement 

firmware and user statistics, hardware subsystem - expand the list of supported microcontrollers. 
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