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Abstract 

In this article, the authors consider the feasibility of developing systems for recognizing 

road signs, as well as road markings, registration and recognition of obstacles, and other traffic 

objects. The authors consider the possibility of using artificial neural networks to solve this 

problem. In particular, they propose using a multilayer perceptron to achieve sufficient recognition 

accuracy. In the future, it is planned to develop software for the implementation of the developed 

road sign recognition system.  
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Introduction 

 Computer vision systems are of great importance in recognizing objects of various 

categories and types [1]-[13].  

As the autonomy of mobile devices increases, systems that make it possible to recognize 

signs indicating the direction of movement, as well as rules of movement, in other words, road 

signs, are becoming increasingly important. Among them we can distinguish systems that allow 

recognizing road signs that comply with traffic rules. At the same time, we must understand the 

increased attention to traffic safety, since such traffic occurs on highways with the participation of 

a large number of people. It should be noted that such research is extremely timely. They must 

include recognition of road signs, road markings, obstacles on the roads, as well as other road 

users.Accordingly, the accuracy and speed of recognition should be close to the reaction speed of 

the human body, and it is better if these indicators are improved. 

Today, there are approximately 169.5 thousand km of state roads in Ukraine. The network 

of main routes is spread throughout the country and connects all major cities of Ukraine, as well 

as provides cross-border routes with neighboring countries. 

Due to such an increase in cars on the roads of Ukraine, the number of offenses is 

increasing, according to statistics, one offense or traffic accident occurs every 15 minutes [14]-

[16]. 

For assistance and control of traffic signs, navigation systems are most often used, such 

systems use pre-loaded maps. Usually, such navigation systems use a touch screen to control the 

device, the quality of the screen in navigation systems is much worse than in modern smartphones, 

except for the most modern systems, but usually their cost is very high. Another exception may be 

untimely updating of traffic signs, or termination of support by the manufacturer, as well as 

outdated maps in such products [17], [18]. 

Also, navigation systems integrated into the car are used to help drivers, such systems can 

be supplemented with external cameras that analyze the situation around the car in real time, and 

can warn the driver if the speed limit is exceeded, relying on traffic signs. However, such systems 
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do not have a mass character in the automotive world, and are most often installed on cars of the 

highest class, of which there are few on the roads. 

Thus, taking into account all of the above, the research topic related to the development of 

a system that will recognize road signs is relevant and extremely timely. 

Related works 

 Due to the constant increase in traffic, the demand for automated or even automated traffic 

sign monitoring systems is constantly increasing. That is, the development of systems that can 

recognize road signs and then transmit the corresponding instructions to the control systems of 

certain devices is becoming more and more relevant. In [19] authors prove that currently there are 

all necessary conditions to develop control systems of traffic regulations based on artificial 

intelligence with logical reasoning. Let's look at at least some of the latest research on this topic. 

Campbell, A and co-uthors in [20] explore the possibility of using deep learning to produce 

an autonomous system for detecting traffic signs on GSV images to assist in traffic assets 

monitoring and maintenance. 

Many scientists are trying to recognize at least traffic light signs. And also control traffic 

lights using artificial intelligence methods. For example, in [21] authors propose to create a new 

traffic simulator CityFlow with fundamentally optimized data structures and efficient algorithms. 

They say that besides traffic signal control, CityFlow could serve as the base for other 

transportation studies and can create new possibilities to test machine learning methods in the 

intelligent transportation domain. 

Lee, W. H. & Chiu, C. Y. [22] designed and implemented their smart traffic signal control 

(STSC) system. It supports several smart city transportation applications including emergency 

vehicle signal preemption (EVSP), public transport signal priority (TSP), adaptive traffic signal 

control (ATSC), eco-driving supporting, and message broadcasting.  

In [23] researchers note that a core feature of autonomous vehicle systems is the 

identification of the traffic sign. They implement the spatial pyramid pooling (SPP) principle to 

boost Yolo V3’s backbone network for the extraction of functionality. Their work uses SPP for 

more comprehensive learning of multiscale object features. 

Authors [24] note that the automatic traffic sign detection and recognition system is very 

important research in the development of advanced driver assistance systems. They show current 

issues and challenges of the existing technologies with brief suggestions and a discussion on the 

progress of driver assistance system research in the future. 

Based on the analyzed literature, we can conclude that road sign recognition systems can 

be complex, that are able to recognize not only road signs, but also markings, obstacles, and other 

road users. And there are also simple systems that are capable of recognizing only one type of 

object, for example, a traffic light signal. 

Later in this article we will look at a road sign recognition system based on a technical 

vision system. 

The traffic sign recognition system development 

Various technologies are suitable for recognizing road signs. One of the most popular 

OpenCV (Open Source Computer Vision Library) is an open source computer vision and machine 

learning library.  
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The library contains more than 2,500 optimized algorithms, including a complete set of 

both classic and state-of-the-art computer vision and machine learning algorithms. These 

algorithms can be used to detect and recognize faces, identify objects, classify human actions in 

video, track camera movements, track moving objects, extract 3D object models, create 3D point 

clouds from stereo cameras, connect images to obtain high resolution. image of an entire scene, 

find similar images in an image database, remove red-eye from flash images, track eye movements, 

recognize scenery and set markers to overlay it with augmented reality, and more. OpenCV has a 

community of over 47,000 users and an estimated number of downloads exceeding 18 million. 

The library is widely used by companies, research groups, and government agencies. 

OpenCV has C++, Python, Java, and MATLAB interfaces and supports Windows, Linux, 

Android, and Mac OS, and is also mostly targeted at real-time vision applications and takes 

advantage of MMX and SSE instructions when available.  

With the help of OpenCV, it is possible to create applications that will qualitatively 

recognize road markings and work on many platforms. At the same time, the problem arises that 

for each device you need to create your own application and use different technologies, which is a 

very time-consuming process that requires in-depth knowledge of various programming 

languages. Also, with the help of OpenCV, it is not possible to create an application for devices 

based on IOS. 

The solution to this problem is the creation of a web application. With the help of this 

approach, it is possible to solve several problems at once. Today, most of the devices that people 

use every day have access to the Internet using browsers. Having created a web application, it 

becomes possible to use the same application, regardless of which operating system a person uses. 

That is, the developer must possess only one set of skills, and close the need for users of any 

devices. Another problem that the creation of a web application solves is the problem of memory. 

The browser is installed by default on most devices, the user does not need to download any 

additional applications, only have the address to the web application, which does not take up 

additional space on the device, and always works with the latest version available. 

To solve this problem, you can use TensorFlow.js, an open source library that can be used 

to define, train and run machine learning models entirely in the browser using Javascript and a 

high-level API. 

The use of the TensorFlow.js model has grown exponentially over the past few years, and 

many JavaScript developers are now looking to take existing state-of-the-art models and retrain 

them to work with user data unique to their industry. The act of taking an existing model (often 

called a base model) and using it in a similar but different domain is known as transfer learning. 

Transfer learning has many advantages over starting learning from a completely blank 

model. You can reuse the knowledge gained from the previously trained model and you will need 

fewer examples of the new item you want to classify. In addition, training is often much faster 

because only the last few layers of the model architecture need to be retrained instead of the entire 

network. For this reason, transfer learning is very well suited for a web browser environment where 

resources may vary depending on the execution device, but also has direct access to sensors for 

easy data collection. 

Client side in a web browser using vanilla JavaScript: 
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– Server side and even IoT devices like Raspberry Pi that use Node.js; 

– Desktop applications using Electron; 

– Native mobile apps using React Native. 

TensorFlow.js also supports multiple backends in each of these environments (the actual 

hardware environments in which it can run, such as CPU or WebGL. "Backend" in this context 

does not mean a server-side environment - the backend for execution can be on client-side, such 

as in WebGL) to ensure compatibility as well as ensure fast performance. TensorFlow.js currently 

supports: 

– running WebGL on the device's graphics card (GPU) is the fastest way to run larger 

models (larger than 3MB) with GPU acceleration; 

- web assembly execution (WASM) on the CPU - to improve CPU performance on various 

devices, including, for example, old-generation mobile phones. This is better for smaller models 

(less than 3MB in size), which can actually run faster on the CPU with WASM than with WebGL 

due to the overhead of loading content to the GPU; 

– CPU execution is a backup option if none of the other environments are available. This 

is the slowest of the three, but always handy. 

Running TensorFlow.js in a web browser on a client machine can lead to several benefits. 

- Privacy, it is possible to train and classify data on the client machine without sending the 

data to a third-party web server. 

- Speed, because there is no need to send data to a remote server, inference (the act of 

classifying data) can be faster. Even better, there is direct access to device sensors such as camera, 

microphone, GPS, accelerometer, etc. if the user grants access. 

- Anyone in the world can click on the link, open the web page in their browser and use the 

app. There's no need for complex server-side Linux setup with CUDA drivers and more to just use 

a machine learning framework. 

- No server costs mean the only thing you need to pay for is a CDN to host your HTML, 

CSS, JS and model files. The cost of a CDN is much cheaper than keeping a server (perhaps with 

a connected video card) running 24/7. 

Server functions, using the TensorFlow.js implementation in Node.js, provide many 

features. Full CUDA support, server-side, for GPU acceleration, you must install NVIDIA CUDA 

drivers to enable TensorFlow to work with the GPU (unlike a browser that uses WebGL - no 

installation required). However, with full CUDA support, you can fully utilize the capabilities of 

your lower-level graphics card, resulting in faster learning and inference times. Performance is on 

par with the Python implementation of TensorFlow because they both use the same C++ server. 

For the latest research models, it is possible to work with very large models, perhaps 

gigabytes in size. These models cannot currently be run in a web browser due to memory usage 

limits for each browser tab. To run these larger models, you need to run Node.js on your own server 

with the hardware specifications required to run such a model efficiently. 

IOT, Node.js is supported on popular single-board computers such as the Raspberry Pi, 

which in turn means that it is possible to run TensorFlow.js models on such devices. 

Node.js is written in JavaScript, which means it benefits from compile-time. This means 

that you can see performance gains when using Node.js because it will be optimized at runtime, 

especially for any pre-processing that is done. 
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Running ML(machine learning) in the browser means that there is no need to install 

libraries or drivers from the user's point of view. Just open a web page and your app is ready to 

run. In addition, it is ready to work with GPU acceleration. TensorFlow.js automatically supports 

WebGL and will accelerate your code as soon as the GPU is available. Users can also access a web 

page from a mobile device, in which case your model can use data from sensors, such as a 

gyroscope or accelerometer. Importantly, all data remains with the client, making TensorFlow.js 

useful for low-latency output as well as privacy-preserving applications. 

There are three workflows you can use when working with TensorFlow.js: 

– it is possible to import an existing, pre-trained model for output. If an existing 

TensorFlow or Keras model that was previously trained offline is available, it can be converted to 

TensorFlow.js format and loaded into the browser for output; 

– the ability to use transfer learning to supplement an existing model trained offline using 

a small amount of data collected in the browser using the Image Retraining method. This is one 

way to quickly train an accurate model using only a small amount of data; 

- in-browser model generation with TensorFlow.js to fully define, train, and run models in 

the browser using Javascript and high-level API layers. 

TensorFlow.js also includes a low-level API (formerly deeplearn.js) and Eager execution 

is shown in Figure 1 

 

Figure 1: TensorFlow.js Structure 

 

TensorFlow.js is based on WebGL and provides a high-level API for defining models and 

a low-level API for linear algebra and automatic differentiation. Tensor Flow.js supports importing 

TensorFlow SavedModels and Keras models. 

TensorFlow.js, a JavaScript ecosystem for machine learning, is the successor to 

deeplearn.js, now called TensorFlow.js Core. TensorFlow.js also includes the Layers API, which 

is a high-level library for building machine learning models using Core, as well as tools for 

automatically migrating TensorFlow SavedModels and Keras hdf5 models. 

At work, transfer learning is used, it involves the use of already acquired knowledge to 

help learn different, but similar things. Humans do this all the time, there are a bunch of neurons 

in the brain that know how to identify tree-like objects, and other neurons that are good at finding 

long straight lines. This can be reused to quickly classify a willow tree, which is a tree-like object 

with many long, straight, vertical branches. Similarly, if there is a machine learning model already 

trained on a domain, such as image recognition, it is possible to reuse it for a different but related 

task. 
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This is exactly what can be done with an advanced model like MobileNet, which is a very 

popular research model that can perform image recognition on 1000's of different object types. 

From dogs to cars, it was trained on a huge dataset known as ImageNet, which contains millions 

of labeled images. 

During training, this model has learned to pick out the common features important to all of 

these 1,000 objects, and many of the lower-level features it uses to identify such objects can be 

useful for detecting new objects that it has never seen before. saw After all, in the end, everything 

is just a combination of lines, textures, and shapes. 

Looking at a traditional Convolutional Neural Network (CNN) architecture (similar to 

MobileNet) shows how transfer learning can use this trained network to learn something new. The 

image below shows a typical architecture of a CNN model, which in this case was trained to 

recognize the handwritten digits 0 to 9 in Figure 2. 

 

 

Figure 2: Traditional Convolutional Neural Network Architecture 

 

If it were possible to separate the pre-trained lower-level layers of an existing trained 

model, as shown on the left, from the end-of-model classification layers shown on the right 

(sometimes called the model's classification head), then using the lower-level layers to generate 

output functions for any given image based on the raw data it was trained on. The same network 

with removed classification head is presented in Figure 3. 

 

 

Figure 3: Network with Removed Classification Head 

 

Assuming that the new subject being recognized can also use the same input features that 

the previous model trained, then there is a good chance that they can be reused for a new purpose. 

In the diagram above, this hypothetical model was trained on numbers, so what it already 

learned about numbers can also be applied to letters like a, b, and c. 

So now we can add a new classification head that will try to predict a, b or c instead, as 

shown in Figure 4. 
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Figure 4: New Clasiification Head 

Here, the lower-level layers are frozen and untrained, only the new classification head will 

be updated to learn the features provided from the pre-trained sliced model on the left. The act of 

doing this is known as transfer learning, and that's what the Teachable Machine does behind the 

scenes. It can also be seen that the multilayer perceptron at the very end of the network trains much 

faster than if you had to train the entire network from scratch. 

Conclusion 

In the course of the work, an analysis was made of modern computer vision systems and 

software for their development.  

This article discusses the relevance and feasibility of developing a road sign recognition 

system. Various types of such systems are presented and analyzed. It has been established that 

there are complex systems that are able to recognize not only road signs, but also markings, 

obstacles, and other road users. And there are also simple systems that are capable of recognizing 

only one type of object, for example, a traffic light signal. 

Possible approaches to solving the problem of implementing a traffic sign recognition 

system are analyzed. It is proposed to develop a system using artificial neural networks. A 

multilayer perceptron was chosen as such a network. 

In the future, it is planned to implement a software-developed system. 
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