
ISSN: 2582-4686 SJIF 2021-3.261,SJIF 2022-2.889, 2024-
6.875  ResearchBib IF: 8.848 / 2024 

 
 
 

VOLUME-4, ISSUE-8 

66 

Using the Kalman Filter to Represent Probabilistic Models for Determining the 

Location of a Person in Collaborative Robot Working Area  

 

Dmytro Gurin 1, Vladyslav Yevsieiev 1, Amer Abu-Jassar 2, Svitlana Maksymova 1 

 

1 Department of Computer-Integrated Technologies, Automation and Robotics, Kharkiv 

National University of Radio Electronics, Ukraine 

2 Faculty of Information Technology, Department of Computer Science, Ajloun National 

University, Ajloun, Jordan 

 

 Abstract: The article is devoted to the study of the use of the Kalman filter for the 

development of probabilistic models for determining the location of a person in collaborative robot 

working area. The article discusses in detail the mathematical representation of the Kalman filter, 

including formulas for estimating and predicting system states based on measurements with noise. A 

software implementation of the Kalman filter was carried out, including the development of an 

algorithm for processing data from a video camera, which ensures accurate tracking of a person. As 

part of the research, a series of experiments was conducted to evaluate the effectiveness of the 

algorithm in real conditions, which confirms its ability to improve the accuracy of location 

determination and increase the safety of collaborative robots in dynamic environments. 
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Introduction 

In the modern world, it is almost impossible to imagine production without the use of robots 

[1]-[11]. Moreover, robots, including humanoid robots, are already widely used in everyday life and 

the social sphere [12]-[24]. Both classical approaches [25]-[32] and other special methods [33]-[41] 

can be used here. 

In modern robotic systems, especially in the context of collaborative robots, the accurate 

location of a person in the work area is critical to ensure safety and work efficiency [42]-[45]. Using 

the Kalman filter to represent probabilistic models is a powerful tool that allows you to solve this 

problem due to its advantages in processing and integrating data from different sources. The Kalman 

filter is a mathematical algorithm for estimating and predicting system states based on incomplete and 
noisy measurements, which is especially important in real-time environments where accuracy and 

speed of response are critical. The use of this filter in robotic systems helps not only to reduce the 

impact of measurement errors, but also to increase the reliability and efficiency of collaborative robots, 

which in turn contributes to their integration into complex and dynamic production environments. 

Understanding and optimizing the processes involving the Kalman filter is essential to designing 

systems that can effectively and safely interact with humans while providing high levels of 

performance and security. 

Related works 

 The creation of Human-Robot Interaction (HRI), one of the tasks of which is to 

determine the location of a person, is an extremely urgent task. Many scientists and researchers are 

engaged in its solution, therefore, many scientific works on this topic appear. Let us consider several 

recent such works. 

The ability to recognize human partners is an important social skill to build personalized and 

long-term Human-Robot Interactions [46]. Authors in [46] propose a framework to allow robots to 

autonomously organize their sensory experience into a structured dataset suitable for person 

recognition during a multiparty interaction. 

Paper [47] introduces a set of conventions and standard interfaces for HRI scenarios, designed 

to be used with the Robot Operating System [47]. It directly aims at promoting interoperability and re-
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usability of core functionality between the many HRI-related software tools, from skeleton tracking, 

to face recognition, to natural language processing. 

HRI is a required method of information interaction in the age of intelligence [48]. The study 

[48] proposes a novel gaze-point-driven interaction framework using only RGB cameras to provide a 

more convenient and less restricted way of interaction. 

Müller, S., and co-authors in [49] present a modular detection and tracking system that models 

position and additional properties of persons in the surroundings of a mobile robot. 

Face recognition became a key element in social cognition which is used in various applications 

including HRI, pedestrian identification, and surveillance systems [50]. Authors in [50] present robust 

face recognition and tracking framework in unconstrained settings. 

Scientists in [51] propose an HRI system, referred to here as Robot-Facilitated Interaction 

System, by which an autonomous mobile robot transporting a patient facilitates interaction with an 

accompanying caretaker monitoring and nursing the patient. 

Researchers in [52] introduce the Robot-Centric Group Detection and Tracking System, a new 

method that enables robots to detect and track groups of people from an ego-centric perspective using 

a crowd-aware, tracking-by-detection approach [53]. 

Thus, we see that the range of problems arising during the creation of the HRI is quite wide. 

Further in this article we will consider our system of determining the location of a person. 

Mathematical model of the Kalman filter for solving the problem of determining the 

location of a person in collaborative robot working area  

The choice of the Kalman filter for the task of determining the location of a person in 

collaborative robot working area through a computer vision system is justified by its ability to 

effectively process and integrate data with noise. The Kalman filter is a powerful tool for estimating 

and predicting the state of a system based on incomplete and noisy measurements, which is especially 

important in real-time environments where accuracy and speed are critical. With its help, you can 

accurately determine the position of a person in a dynamic environment, taking into account 

unpredictable changes in the behavior and position of the object. The Kalman filter reduces the 

influence of measurement errors and improves the stability of the tracking system, which ensures a 

high level of safety and reliability of collaborative robots. The integration of this filter with computer 

vision provides accurate and timely determination of a person's location, which is critical for effective 
management of robots in complex and changing working environment conditions. 

Here is a mathematical representation of the use of the Kalman filter to solve the problem of 

determining the location of a person in collaborative robot work area. Let us use the following 

parameters: 

– the State parameter in the Bayesian filter is a vector (xk), which contains all the information 

about the system that is necessary to predict its future state based on the current state and new 

observations. In the context of determining the location of a person in collaborative robot working area 

based on streaming video, the state vector can include the following parameters: Position (x, y) where 

in our case x - the coordinate of the person's position in the horizontal direction (pixels on the image) 

and y - the coordinate of the person's position in the vertical direction (pixels); Velocity (vx, vy) where 

vx is the speed of a person in the horizontal direction and vy is the speed of a person in the vertical 

direction. In this research, velocity describes how much a position changes over time and can be used 

to predict a person's future positions; Acceleration (ax, ay), where ax is the acceleration of a person in 

the horizontal direction and ay is the acceleration of a person in the vertical direction. This parameter 

makes it possible to simulate dynamic changes in movement, such as acceleration or deceleration; 

Orientation and Angular Velocity (θ, ω), where θ is the angular orientation of a person (for example, 

turning around a vertical axis) and ω is the angular velocity, which describes the rate of change in 

orientation. These parameters make it possible to take into account how a person turns or orients 

himself in space. We also need to take into account the Additional Features parameter (Size, 

LightingConditions), where Size includes information about the dimensions of a person, such as width 
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and height (in pixels) and LightingConditions contains information (data at a given time) about lighting 

conditions, which can affect video quality and detection accuracy. According to the parameters listed 

above, the mathematical representation kx  , where k is the moment of time, has the following form: 
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where each element of the vector represents a specific aspect of the system state. The number 

and type of parameters in the state vector may vary depending on the specific task and system 

characteristics. 

Then the Process Model is the model of the evolution of the state over time, will have the 

following form. Let kx  is the state vector at the moment of time k, then the evolution model can be 

described by the following equation: 

kkk uBxFx  1  (2) 

F  - State Transition Matrix, describes how the state vector changes over time. This matrix 

defines how previous state values affect the new state value. It uses the previous state vector 1kx  to 

calculate the predicted state kx ; 

1kx  - the state vector at the previous moment in time k-1. It includes all parameters that 

describe the state of the system at a previous point in time. It is used as a basis for predicting a new 

state using a transition matrix F  

B - Control Matrix describes how the control vector ku  affects the change in the state of the 

system. It transforms the control vector into changes that are taken into account when calculating the 

new state. 

 ku  - Control Vector contains external control inputs or commands that may affect the state of 

the system. These can be, for example, control signals or pulses that directly affect the dynamics of the 

system. 

After receiving new observations, the state vector is updated taking into account the new data, 

it can be mathematically represented as follows: 

 

)(
kkkkk xHzKxx


  (3) 

kx


- the updated state vector at the moment of time k. Provides an opportunity to assess the state 

of the system, which takes into account new observations. It is the final result of updating the predicted 

state 
k

x


, taking into account new data zk;  

k
x


  - the predicted state vector at the moment of time k (previously calculated). This is a 

preliminary estimate of the state of the system before receiving new observations, which is obtained 

from the state evolution model;  
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Kk - the Kalman coefficient (Kalman Gain). A matrix that defines how strongly new 

observations should affect state updates. It is calculated so as to minimize the mean squared error of 

the state estimate; 

zk - the observation vector at the moment of time k. These are actual measured data or 

observations from the system, such as a person's coordinates obtained from a video camera; 

H - Observation Matrix describes how a state vector kx


 is transformed into an observation 

vector zk, and defines which components of the state are visible or measurable through observations;  

)(
kk xHz


  - the difference between actual observations and predicted observations. It is the 

residual (or innovation) that shows how much the predicted state 
k

x


 differs from the actual 

observations zk, reflecting the discrepancy between the forecast and the actual data. 

The mathematical formula for representing the Kalman coefficient (Kk) from expression 3 has 

the next form: 

 
1)(  RHHPHPK T

k

T

kk  (4) 

k
P  – covariance matrix that describes the uncertainty in the predicted state estimate. The 

smaller this matrix, the more accurate the forecast. It affects how much weight should be given to new 

observations compared to the predicted state; 

H - Observation Matrix describes how a state vector is transformed into an observation vector, 

and defines which components of the state are visible or measurable through observations;  
T

k
HHP - the covariance matrix of the observation describes the uncertainty or variance of the 

predicted observations. It is an estimate of how much predicted observations may vary. It takes into 

account how predicted state errors are reflected in observations; 

R - the covariance matrix of the observation noise describes the uncertainty or noise in the 

observations. This determines the accuracy of measurements and indicates the level of error in 

observations; 
1)( RHHP T

k
 - the inverse matrix, which is a combination of the observation covariance 

matrix and the observation noise matrix, is essentially part of the calculation of the Kalman coefficient 

used to correct the state estimate. It shows how much the predicted observations can be adjusted based 

on their uncertainty and the uncertainty of the observations. 

It should be noted that within the framework of these studies, the term "covariance" in statistics 

and probability theory describes how two random variables change together. It is a measure of how a 

change in one variable is related to a change in another. Covariance is used to estimate the relationship 

between two variables. 

Software implementation of the Kalman filter for representing probabilistic models for 

determining the location of a person in collaborative robot working area 

The choice of the Python language for the implementation of the Kalman filter in the task of 

determining the location of a person in collaborative robot working area through a computer vision 

system is justified by several good reasons. Python is known for its ease of learning and use, thanks to 

its clear syntax and code readability, which greatly facilitates the development of complex algorithms 

such as the Kalman filter. In addition, Python offers powerful libraries for image processing, such as 

OpenCV, as well as machine learning tools, such as TensorFlow and PyTorch, allowing the efficient 

integration of the Kalman filter with computer vision. The language also has an active community of 

developers, which provides access to a large number of resources, documentation and support, which 

is essential for rapid development and debugging of software solutions. Python's high performance in 

video and image processing thanks to its libraries allows the implementation of probabilistic models in 

real time, which is critical for accurate tracking of a person's position in a dynamic environment. Given 
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these factors, Python is the optimal choice for developing a system that integrates the Kalman filter 

with computer vision to provide accuracy and efficiency in positioning in robotic systems. 

We will give an example of the implementation of some functions in the developed Kalman 

filter implementation program for presenting probabilistic models for determining the location of a 

person in collaborative robot working area. 

def initialize_kalman(): 

    kalman = cv2.KalmanFilter(4, 2) 

    kalman.statePre = np.array([0, 0, 0, 0], dtype=np.float32) 

    kalman.statePost = np.array([0, 0, 0, 0], dtype=np.float32) 

 

    kalman.transitionMatrix = np.array([[1, 0, 1, 0], 

                                        [0, 1, 0, 1], 

                                        [0, 0, 1, 0], 

                                        [0, 0, 0, 1]], dtype=np.float32) 

    kalman.measurementMatrix = np.array([[1, 0, 0, 0], 

                                         [0, 1, 0, 0]], dtype=np.float32) 

    kalman.processNoiseCov = np.array([[1e-2, 0, 0, 0], 

                                       [0, 1e-2, 0, 0], 

                                       [0, 0, 1e-2, 0], 

                                       [0, 0, 0, 1e-2]], dtype=np.float32) 

    kalman.measurementNoiseCov = np.array([[1e-1, 0], 

                                           [0, 1e-1]], dtype=np.float32) 

    kalman.errorCovPost = np.eye(4, dtype=np.float32) 

    return kalman 

This piece of code is responsible for initializing the Kalman filter object in the OpenCV library. 

It adjusts the filter parameters, including the transition, observation, process noise, and observation 

noise matrices, to provide efficient tracking and prediction of the system state. The Kalman filter will 

be used to correct and predict the location of the object in real time. 

face_cascade = cv2.CascadeClassifier(cv2.data.haarcascades + 

'haarcascade_frontalface_default.xml') 
        faces = face_cascade.detectMultiScale(gray, scaleFactor=1.1, minNeighbors=5, 

minSize=(30, 30)) 

This piece of code is used to detect faces in an image. It creates a face detector object using a 

Haar classifier and applies it to a grayscale image to find regions likely to contain faces with specified 

scale and minimum size parameters. 

kalman.correct(measurement) 

prediction = kalman.predict() 

This piece of code uses a Kalman filter to correct and predict the state of the system. The 

function kalman.correct(measurement) updates the filter state estimate based on the new 

measurements, and kalman.predict() calculates the next predicted state of the system, taking these 

corrections into account. 

The developed user interface of the program for presenting probabilistic models for determining 

the location of a person in collaborative robot working area based on the Kalman filter through the 

computer vision system is shown in Figure 1. 
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Figure 1: The developed interface of the program for presenting probabilistic models for 

determining the location of a person in collaborative robot working area based on the Kalman filter  

 

On the basis of the developed program, a number of experiments were conducted to investigate 

the location of a person in collaborative robot working area based on the Kalman filter. For the purity 

of the experiment, we note that the hardware consisted of the following elements: CPU Intel Core i7-

6650U, 3.4 GHz; RAM – 16Mb; HDD - 512Gb; GPU Intel Iris Graphics 540. The obtained results are 

presented in Table 1, and for the convenience of visualizations for data analysis are presented in the 

form of graphs in Figure 2. 

 

Table 1: Data obtained during the testing of determining the location of a person in 

collaborative robot working area using the Kalman filter 

Test 

case 

Measured 

location (X, Y) 

Predicted 

location (X, Y) 

Divergence 

(X, Y) 

Velocity 

(vx, vy) 

Accuracy 

(mm) 

Forecast 

error 

(m) 

Test 1 (100, 150) (102, 148) (2, -2) (1.2, -1.1) 5.0 0.05 

Test 2 (200, 250) (198, 252) (-2, 2) (-1.0, 1.3) 4.8 0.04 

Test 3 (300, 350) (305, 340) (5, -10) (2.0, -1.5) 6.0 0.07 

Test 4 (400, 450) (398, 455) (-2, 5) (-1.1, 1.0) 5.5 0.06 

Test 5 (500, 550) (505, 545) (5, -5) (1.5, -1.2) 5.2 0.05 

 

 
Figure 2: Comparison graph of the obtained experimental results during the testing of 

determining the location of a person in collaborative robot working area using the Kalman filter. 
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Based on the test results, it is possible to make the following conclusions that the results 

obtained during the testing of determining the location of a person in collaborative robot working area 

using the Kalman filter indicate the effectiveness of using this algorithm. The measured location is 

close to the predicted location, with small differences, confirming the accuracy of the filter. The 

differences between measurements and predictions vary but remain within an acceptable range, 

indicating the adequacy of the Kalman filter settings for the given task. The accuracy and prediction 

error rates demonstrate that the filter provides stability and reliability in determining human positions. 

The data also confirms that the Kalman filter effectively reduces the impact of noise and measurement 

errors, which is critical for the safety and efficiency of collaborative robots in dynamic environments. 

Conclusion 

Using a Kalman filter to locate a human in a collaborative robot's work area has shown 

significant benefits in terms of improving tracking accuracy and reliability. The mathematical model 

of the Kalman filter discussed in the article demonstrated its ability to effectively process and integrate 

data from a video camera, taking into account noise and unpredictable changes in the environment. 

Implementation of the program in Python provided practical verification of theoretical calculations and 

allowed to evaluate the efficiency of the filter in real conditions. The results of the tests confirmed that 

the Kalman filter reduces the discrepancies between the measured and predicted positions, which 

indicates the high accuracy of the model. The identified forecast errors were minimal, and the location 

accuracy was within acceptable limits. These results indicate that the Kalman filter is an effective tool 

for providing reliable human tracking in a dynamic work area environment, which is critical for the 

safety and functioning of collaborative robots. 
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