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 Abstract: This article is devoted to the analysis of the relationship between frame 

processing frequency, identification speed, recognition accuracy and system resources. The article 

presents a mathematical description of the dependencies, which allows for a quantitative assessment 

of the effect of changing the processing frequency on these parameters. A program code based on the 

Python language was developed, which integrates the MobileNetV2 model for practical testing and 

optimization. The conducted experiments allow us to identify optimal settings that provide a balance 

between recognition accuracy and processing speed, taking into account system resources. The results 

of the study provide useful recommendations for improving computer vision systems in mobile robots. 
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Introduction 

In the conditions of rapid development of mobile robotics technologies, the efficiency of object 

identification systems is critically important for ensuring the accuracy and reliability of robots [1]-[11]. 

Neural network models [12]-[18], in particular MobileNetV2, show significant potential in real-time 

object recognition due to their ability to process large amounts of information at high speed. Therefore, 

different methods and approaches can be used here [19]-[40]. However, reducing latency in video 

processing and increasing identification speed are key factors to achieve real-time in robotics systems. 

Based on this study of the effect of frame processing frequency on the accuracy and speed of 

object identification based on MobileNetV2, it is possible to find out how different levels of frame 

processing frequency affect the recognition results and the efficiency of the system as a whole. The 
analysis of frame processing frequency will not only allow determining the optimal parameters for 

real-time systems, but will also provide an opportunity to improve algorithms for mobile robots, which 

is critical for their integration into complex environments. The research results will contribute to 

improving the accuracy of object recognition and reducing delays, which is important for improving 

the productivity and reliability of mobile robots in real operating conditions. 

Related works 

 In the modern world, the problem of identifying objects is very acute, especially with 

the widespread robotization of production, the social sphere and everyday life. Let's look at several 

recent scientific works on this topic. 

Let us begin with the fact that combination of machine vision and robotics to achieve the same 

precise and fast grasping as that of humans requires high-precision target detection and recognition, 

location and reasonable grasp strategy generation, which is the ultimate goal of global researchers and 

one of the prerequisites for the large-scale application of robots [41]. Bai, Q., and co-authors in [41] 

provide a systematic summary and analysis of the research status of machine vision and tactile feedback 

in the field of robot grasping and establishes a reasonable reference for future research. 

We have to note that object identification may be provided not only by computer vision but by 

integration of quadruple tactile sensors. Tactile sensors can enable a robotic manipulator to identify the 
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object in contact [42], [43]. Authors in [42] present their robot hand with tactile perception that can 

improve the safety of object manipulation and also improve the accuracy of object identification. 

The study [43] demonstrates the potential of hybrid tactile sensor to improve the artificial 

intelligence of robots, in particular their ability to distinguish objects in complex settings and sorting 

them effectively. 

The article [44] proposes an object detection method for grasping robot based on improved 

YOLOv5 in order to achieve more accurate positioning and recognition of objects. 

Scientists in [45] consider the implementation of an autonomous robotic system for the 

categorization and physical sorting of recyclables according to material types. They focus on the 

development of a low-cost computer vision module based on deep learning technologies to identify 

and sort items. 

Researchers in [46] provide a systematic review of computer vision-based holistic scene 

understanding in HRC scenarios, which mainly takes into account the cognition of object, human, and 

environment along with visual reasoning to gather and compile visual information into semantic 

knowledge for subsequent robot decision-making and proactive collaboration. 

Peculiarities of the influence of frame processing frequency on the accuracy and speed 

of object identification in computer vision systems 

When developing a computer vision system for a mobile robot, especially when studying the 

effect of frame processing frequency on the accuracy and speed of object identification based on the 

MobileNetV2 neural network, it is necessary to take into account a number of features that affect the 

system's efficiency. These features include a mathematical description of the dependencies between 

frame rate, identification speed, recognition accuracy, and system resources. Let us describe these 

dependencies in the form of mathematical expressions: 

- the frequency of frame processing, or Frame Rate (FR), determines the number of frames that 

are processed by the system per unit of time. It is measured in frames per second (FPS). The effect of 

the frame rate on the delay in the computer vision system can be described as: 

 

Tdelay= 1/FPS (1) 

 

Tdelay – delay, measured in seconds. Decreasing latency is critical for real-time systems, as it 
reduces the time between image acquisition and processing; 

FPS  – speed, frames per second. 

For example, at a frequency of 30 FPS, the delay will be approximately 33.3 ms, while at a 

frequency of 60 FPS, the delay decreases to 16.7 ms. 

- the speed of object identification, it is determined by the time required to process one frame. 

It depends on the frame processing frequency and the complexity of the neural network model. The 

correspondence between the speed of identification and the frequency of frame processing can be 

described as: 

 

TProcesing_one_frame=Tident/FPS (2) 

 

TProcesing_one_frame  - one frame processing MobileNetV2 model, which can be significant 

depending on the model size and hardware resources. To ensure optimal performance, it is important 

to optimize the model and hardware to reduce frame processing time. 

- the accuracy of object recognition depends on the quality of the model and the frequency of 

frame processing. Increasing the frequency of frame processing can lead to improved recognition 

accuracy by reducing the possibility of missing objects due to insufficient frequency. However, at a 

high processing frequency, there may be problems with the load on the hardware. Precision time; 

Tident - identification time. 
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As can be seen from expression 2, the time for object identification includes the time for image 

processing through the can be described in terms of a metric such as Precision, Recall, or F1-Score 

(weighted average precision and completeness). These metrics can be expressed as: 

 

Precision = TP/(TP+FP) (3) 

 

Recall = TP+FN (4) 

 

Rееcalecision
Rееcalecision

ScoreF



Pr

*Pr
1 *2   (5) 

 

TP - True Positives; 

FP - False Positives; 

FN - False Negatives. 

- delay reducing and increasing the frequency of processing frames is often accompanied by an 

increase in the load on the processor and energy consumption. It is important to consider the resource 

limitations of the mobile robot, as high processing requirements can lead to faster battery discharge 

and system overheating. Energy costs can be estimated as:  

 

Eexpend= TProcesing_one_frame*Eframe (6) 

 

Eexpend - energy costs; 

TProcesing_one_frame - processing time of one frame; 

Eframe- energy consumption for frame processing may vary depending on the complexity of the 

model and processing frequency. 

In order to achieve an optimal balance between accuracy, speed and resources, various 

optimization methods can be applied, such as reducing the size of the model, using specialized 

hardware accelerators or parallel frame processing. Calculating the optimal frame rate can also include 

using profilers to measure real-world system performance and adjust processing parameters in real 

time. 

Software implementation of object recognition and identification in Python and 

conducting experimental research 

The choice of the Python language for the study of the influence of frame processing frequency 

on the identification of objects based on the MobileNetV2 neural network for a mobile robot is due to 

its numerous advantages in the field of machine learning and computer vision. Python is widely used 

due to its easy syntax and a large number of libraries, such as TensorFlow and OpenCV, which provide 

powerful tools for working with neural networks and image processing. The TensorFlow library offers 

a convenient interface for loading and using pre-trained models, such as MobileNetV2, which 

simplifies the process of model implementation and testing. OpenCV, on the other hand, provides 

powerful tools for video and image processing, which is critical for working with real video streams 

from a mobile robot. Python also makes it easy to integrate these libraries, creating a convenient 

environment for experimenting with different frame processing options and evaluating their impact on 

identification accuracy and speed. A better understanding and optimization of such parameters in real 

time is key to achieving high performance of a computer vision system. Which provides efficiency and 

flexibility during system development and improvement, which is essential for successfully achieving 

research objectives. The main code fragments of the developed program for the study of the influence 

of frame processing frequency in the identification of objects based on the MobileNetV2 neural 

network model for a mobile robot are given below with an explanation. 

class_names = [ 

    'N/A', 'person', 'bicycle', 'car', 'motorcycle', 'airplane', 
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    'bus', 'train', 'truck', 'boat', 'traffic light', 'fire hydrant', 

    'stop sign', 'parking meter', 'bench', 'bird', 'cat', 'dog', 

    'horse', 'sheep', 'cow', 'elephant', 'bear', 'zebra', 'giraffe', 

    'backpack', 'umbrella', 'handbag', 'tie', 'suitcase', 'frisbee', 

    'skis', 'snowboard', 'sports ball', 'kite', 'baseball bat', 

    'baseball glove', 'skateboard', 'surfboard', 'tennis racket', 

    'bottle', 'wine glass', 'cup', 'fork', 'knife', 'spoon', 'bowl', 

    'banana', 'apple', 'sandwich', 'orange', 'broccoli', 'carrot', 

    'hot dog', 'pizza', 'donut', 'cake', 'chair', 'couch', 'potted plant', 

    'bed', 'dining table', 'toilet', 'TV', 'laptop', 'mouse', 

    'remote', 'keyboard', 'cell phone', 'microwave', 'oven', 'toaster', 

    'sink', 'refrigerator', 'book', 'clock', 'vase', 'scissors', 

    'teddy bear', 'hair drier', 'toothbrush' 

This piece of code defines a list of object classes that the neural network model can recognize. 

Each element in the list represents a specific type of object, for example "person" or "car", and 

corresponds to the index by which the model classifies the objects in the images. 

def detect_objects(image): 

    input_tensor = tf.convert_to_tensor(image, dtype=tf.uint8) 

    input_tensor = input_tensor[tf.newaxis, ...] 

    detections = model.signatures['serving_default'](input_tensor) 

    return detections 

The function `detect_objects` converts the image into a TensorFlow tensor, adds a new 

dimension to the batch, and uses the model to perform object recognition. The returned result contains 

information about the detected objects, including coordinates, classes, and probabilities. 

frame_skip = 5  

This piece of code sets the frame skipping interval when processing video, in this case every 

fifth frame is processed. This allows you to reduce the load on the system and speed up processing, 

while maintaining the efficiency of object recognition. 

input_frame = cv2.resize(frame, (320, 320)) 

This piece of code resizes the frame to 320x320 pixels to prepare the image to be fed to a neural 
network model that expects input with certain dimensions. This ensures compliance with the model's 

requirements for correct processing. 

     if int(cap.get(cv2.CAP_PROP_POS_FRAMES)) % frame_skip == 0: 

        start_time = time.time() 

        detections = detect_objects(input_frame) 

        end_time = time.time() 

        print(f"Inference Time: {end_time - start_time:.3f}s") 

This piece of code checks if the current video frame is worth processing based on the frame 

skip interval. If so, it runs image processing through the model, measures the execution time of that 

processing, and outputs that time to the console for performance monitoring. 

num_detections = int(detections['num_detections'][0]) 

        detection_classes = detections['detection_classes'][0].numpy().astype(np.int64) 

        detection_boxes = detections['detection_boxes'][0].numpy() 

        detection_scores = detections['detection_scores'][0].numpy() 

This piece of code extracts information about the number of detected objects, their classes, 

bounding box coordinates, and probabilities from the recognition results. This data is used for further 

processing and visualization of newly applied objects in the image. 

The developed user interface of the program for researching the influence of frame processing 

frequency on object identification based on the MobileNetV2 neural network for a mobile robot is 

shown in Figure 1. 
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Figure 1: The developed user interface of the object identification program based on the 

MobileNetV2 neural network for a mobile robot 

 

On the basis of the developed program, a number of experiments were carried out to investigate 

the influence of frame processing frequency in the identification of objects based on the MobileNetV2 

neural network model for a mobile robot. For the purity of the experiment, we note that the hardware 

consisted of the following elements: CPU Intel Core i7-6650U, 3.4 GHz; RAM – 16Mb; HDD - 512Gb; 

GPU Intel Iris Graphics 540. The obtained results are presented in Table 1, and for the convenience of 

visualizations for data analysis are presented in the form of graphs in Figure 2. 

 

 

Table 1: Obtained during the testing of the influence of frame processing frequency during 

the identification of objects based on the MobileNetV2 neural network 

Frame rate 

(frames/sec) 

Identification 

speed 

(frames/sec) 

Recognition 

accuracy (%) 

CPU using 

(%) 

GPU using 

(%) 

Frame 

processing 

time (ms) 

5 4.8 92.5 ~35 ~ 40 200 

10 9.6 91.8 ~45 ~ 55 100 

15 14.3 90.2 ~ 55 ~ 65 67 

20 18.9 88.7 ~ 65 ~ 75 50 

30 27.5 85.3 ~75 ~ 85 33 

40 35.2 82.9 ~ 85 ~ 90 25 
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Figure 2: Combined graphs of comparison of obtained experimental results 

 

Based on the results of testing the effect of frame processing frequency on object identification 

using the MobileNetV2 neural network, several key conclusions can be drawn. With an increase in the 

frequency of frame processing, the speed of object identification improves, which can be seen from the 

decrease in the processing time of each frame. However, an increase in the frequency of frame 

processing is accompanied by a decrease in recognition accuracy. This decrease in accuracy can be 

attributed to potential model overload and reduced frame processing time, resulting in less accurate 

predictions. 

In addition, with an increase in the frame rate, the use of resources, both CPU and GPU, 

increases. The CPU and GPU usage metrics show a clear upward trend with increasing frame rates, 

indicating that more processing power is needed to process more frames. This increased load on system 

resources can lead to thermal throttling or other performance issues if not properly managed. 

In conclusion, although increasing the frame rate can improve object identification speed, it 

also leads to a decrease in accuracy and an increase in resource consumption. It is important to strike 

a balance between identification speed, accuracy, and system resource usage to optimize performance 

and ensure the MobileNetV2 model works effectively on mobile robots. 

Conclusion 

As a result of the study of the influence of frame processing frequency on object identification 

using the MobileNetV2 neural network for a mobile robot, several important conclusions were 

obtained. Experiments have shown that increasing the frequency of frame processing has a positive 

effect on the speed of object identification, as the processing time of each frame decreases. However, 

with an increase in the frequency of frame processing, there is a decrease in recognition accuracy, 

which can be explained by insufficient time to analyze each frame. 

At the same time, increasing the frequency of frame processing leads to an increase in the use 

of computing resources, in particular CPU and GPU. This increased load can cause performance issues 

such as system overheating. The results indicate the need to find an optimal balance between processing 

speed, recognition accuracy and resource consumption. 

Overall, the study confirmed the importance of carefully tuning the frame rate to achieve high 

performance and efficiency of an object identification system, while considering the trade-offs between 

speed, accuracy and resources. 
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