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Enter 

Big data (big data) is a very large amount of non-homogeneous and rapidly falling digital 

data that cannot be processed by conventional methods. In some cases, the concept of big data also 

includes the processing of this data. Basically, the object of analysis is called big data. The term 

big data was born in 2008. Clifford Lynch, the editor of Nature magazine, used the term big data 

in a special issue devoted to the rapid growth of the world's data volume. However, big data has 

been around before. According to experts, streams with more than 100 GB of data per day are 

called big data. Big data analysis helps to identify patterns that are beyond human perception. This 

makes it possible to further improve all areas of our daily life, government management, medicine, 

telecommunications, finance, transport, production and other areas, to increase their capabilities, 

to find alternative solutions to problems. The rapid growth of the volume of information (especially 

video, audio multimedia data) used in modern information systems presents us with new complex 

issues of storing and managing this information in the database. Below we will analyze the tools 

for organizing large multimedia data, as well as working with them. Massive multimedia data has 

four main characteristics: size, variety, speed, price. 

1. Volume. The growing amount of data generated by humans and machines puts new 

demands on information technology infrastructures for data storage, processing and presentation. 

2. Diversity. The information presented in different structures will be different. Whether 

these are credit card transactions, scientific research results, photographic images, video and audio 

data, they all require specific handling and storage conditions. 

3. Speed. Speed refers not only to the speed at which data enters the database, but also the 

speed at which data is retrieved from the database. 

4. Price. Big data is an expensive resource. The value of information is determined by its 

relevance, usefulness and content. Examples of big data 

The active introduction of Big Data technologies to the market and modern life began after 

the well-known companies of the world began to use those that have their customers in almost 

every corner of the world. 

It's Facebook and Google, IBM. Social giants such as Master Card, VISA and Bank of 

America are also financial institutions. For example, IBM applies big data techniques to its 

ongoing cash operations. With their help, 15% more fraudulent transactions were detected, which 

made it possible to increase the amount of protected funds by 60%. Also, problems with false 

alarms of the system were solved - their number was reduced by more than half. VISA used Big 

Data to track the frauds committed to carry out similar or other operations. This allows them to 

save more than 2 billion dollars every year. The German Ministry of Labor was able to reduce 

costs by 10 billion euros by implementing a big data system for unemployment benefits. At the 

same time, it was found that one fifth of citizens receive these benefits without any reason. Big 
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Data has not missed the gaming industry. Thus, the developers of World of Tanks studied 

information about all players and compared the current indicators of their activity. It helped predict 

the departure of players in the future - based on the predictions made, representatives of the 

organization communicated more effectively with users. Notable big data organizations include 

HSBC, Nasdaq, Coca-Cola, Starbucks, and AT&T. The biggest problem with big data is the cost 

of processing it. This can include expensive equipment and the cost of skilled professionals to 

handle large amounts of data. Undoubtedly, the equipment must be constantly updated so that it 

does not lose its minimum performance with the increase of data. The second problem is again 

related to the large amount of data that needs to be processed. If, for example, the study gives not 

2-3, but a large number of results, it is very difficult to remain objective and select from the general 

flow of information only those that have a real impact on the state of the phenomenon. Big Data 

Privacy Challenge. As more and more customer services move to using online data, it's easy for 

cybercriminals to become another target. Even simple storage of personal data without any online 

transaction can have undesirable consequences for cloud storage customers. 

The problem of information loss. Precautions are not limited to a simple single data backup, 

but require at least 2-3 backups. However, with the increase in volume, the difficulties associated 

with backup are increasing - and IT professionals are trying to find an optimal solution to this 

problem. What is Big Data? In fact, the definition of the term emerges: "big data" refers to the 

management and analysis of very large amounts of data. If you look more broadly, this is data that 

cannot be processed by classical methods due to its huge volume. The term Big Data itself 

appeared relatively recently. According to Google Trends, the active growth of this popularity 

coincides with the end of 2011: in 2010, the first products and solutions directly related to big data 

processing appeared. By 2011, the largest IT companies, including IBM, Oracle, Microsoft and 

Hewlett-Packard, are actively using the term Big Data in their business strategies. Gradually, 

information technology market analysts begin active research on this concept. Currently, this term 

has gained great popularity and is actively used in various fields. 

But it cannot be clearly said that Big Data is a completely new phenomenon, on the contrary, 

sources of big data have been around for many years. In marketing, they can be called databases 

of customer purchases, credit histories, lifestyles, etc. 

Over the years, analysts have used this information to help companies predict future 

customer needs, assess risks, form consumer preferences, etc. Currently, the situation has changed 

in two ways: - analysis of various data sets  

and more sophisticated tools and methods for comparison appeared; - Analytical tools have 

been supplemented by a variety of new data sources associated with the widespread transition to 

digital technologies, as well as new methods of data collection and measurement. Researchers 

predict that Big Data technologies will be most actively used in manufacturing, healthcare, 

commerce, public administration, and various other industries and sectors. Big Data is not a 

specific collection of data a set of ways to process them. 

Data lake ( data lake ) is a large unprocessed data warehouse. 

"Lake" stores data from different sources, in different formats. This is cheaper than storing 

data in a fixed structure in a typical relational database. A data lake allows you to analyze data in 

its raw state. In addition, "lakes" can be used by several workers at the same time. 

Data science ( data science ) is a science that studies problems of analysis, data processing 

and their presentation in digital form. 
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This term was born in 1974. In the same year, a Danish computer scientist, Peter Naur, 

published a book entitled "A Basic Principle of Data Science". 

As a result of the proliferation of big data in the early 2010s, this direction has become a 

very profitable and promising business. And at that time, the demand for specialists working with 

big data has greatly increased. 

The concept of data science includes all methods of data warehouse design and digital data 

processing. Many experts in his opinion, it is data science that is the modern successor of big data 

from the point of view of business. 

Data mining is the intellectual analysis of data in order to find some pattern . Israeli 

mathematician Grigory Pyatetsky-Shapiro introduced this term to science in 1989. 

Technologies, the process of finding previously unknown and useful unprocessed (raw) data 

is called data mining. Data mining techniques sit at the intersection of data warehousing, statistics, 

and artificial intelligence. 

Machine learning is the practice and theory of creating self-learning programs, a large part 

of artificial intelligence . 

Programmers teach their algorithms to identify general patterns in specific cases. As a result, 

the computer makes decisions based on its own personal competence, rather than on the 

instructions given by a human. Many such training methods can be applied to data mining. 

The first definition of machine learning was given by the American computer scientist 

Arthur Samuel in 1959. He created the world's first self-learning chess game with elements of 

artificial intelligence. 

Deep learning is a type of machine learning that creates more complex and self-taught 

programs. In typical machine learning cases, the computer determines the knowledge with the help 

of guided competence: the programmer shows certain examples to the algorithm, manually 

correcting the errors. In deep learning, the system itself designs its own functions, performs 

multilevel calculations, and makes inferences about the environment. 

Deep learning is usually applied to neural networks. This technology is mainly used in image 

processing, speech recognition, neural machine translation, computing in pharmaceuticals and 

other modern technologies. Projects are mainly hosted by Google, Facebook and Baidu. 

An artificial neural network is an integrated system of simple processors (artificial neurons) 

that imitates the human nervous system. In return for such a structure, neural networks are not 

programmed, they are trained. Like real neurons, processors simply receive signals and pass them 

on to other processors. At the same time, a whole other system performs complex tasks that 

algorithms cannot perform. 
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